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Review
Information about developmental gene expression
resides in defined regulatory elements, called enhancers,
in the non-coding part of the genome. Although cells
reliably utilize enhancers to orchestrate gene expres-
sion, a cis-regulatory code that would allow their inter-
pretation has remained one of the greatest challenges of
modern biology. In this review, we summarize studies
from the past three decades that describe progress
towards revealing the properties of enhancers and
discuss how recent approaches are providing unprece-
dented insights into regulatory elements in animal gen-
omes. Over the next years, we believe that the functional
characterization of regulatory sequences in entire gen-
omes, combined with recent computational methods,
will provide a comprehensive view of genomic regulato-
ry elements and their building blocks and will enable
researchers to begin to understand the sequence basis of
the cis-regulatory code.

Regulatory information is encoded in defined DNA
sequence elements
During development, a single precursor cell (the fertilized
egg) gives rise to a complex multicellular organism com-
prising a large variety of cell types. This process is herita-
ble and repeats generation after generation according to a
developmental program that is encoded in the genome.
This program governs the dynamic regulation of gene
expression in response to environmental and developmen-
tal stimuli and thus determines the differentiation of cell
types, their morphologies and functions, and other biologi-
cal processes during development.

The information about when and where a gene is going
to be expressed resides in defined genomic elements called,
largely synonymously, enhancers, cis-regulatory elements,
or cis-regulatory modules (CRMs; Figure 1a,b). Studies on
important developmental regulators, such as decapenta-
plegic (dpp) or even-skipped (eve) in Drosophila, showed
that their expression is controlled by multiple enhancers
whose spatiotemporal activities contribute additively to
gene expression (reviewed in [1]; Figure 1a), suggesting
that the regulation of gene expression is organized in a
modular fashion with enhancers being the modular units
(thus the term ‘CRM’; see Glossary). The contribution of
individual enhancers to the overall expression pattern of
the gene, and the necessity for the enhancers, can be
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demonstrated by BAC reporter constructs, as done recently
for Blimp-1, for example [2]. However, in addition to cases
of additive enhancer function, many genes have several
seemingly redundantly acting enhancers, possibly to en-
sure robustness of gene expression (reviewed in [3]).

Enhancers contain multiple binding sites for sequence-
specific transcription factors (TFs), and the combined reg-
ulatory input from all bound TFs (and the cofactors they
recruit) results in the spatiotemporal-specific activation of
target gene transcription (Figure 1b). When placed out of
their endogenous genomic context, enhancers recapitulate
endogenous TF binding [4,5], DNA and histone modifica-
tions [4,6], and cell type-specific enhancer activities, that
is, endogenous gene expression patterns (reviewed in [7];
Figure 1a). This suggests that the cis-regulatory informa-
tion required for the creation of these patterns is encoded
within the DNA sequences of the enhancers (reviewed in
[8]). Indeed, changes to the primary DNA sequence have
been associated with differences in gene expression and TF
binding between human individuals [9,10] and between
closely related species [4,11–13]. Because such alterations
can be heritable, they might contribute to phenotypic
variation within a species (e.g., [10]) and morphological
changes during evolution [14].

Cells are able to interpret enhancer sequences reliably,
but understanding enhancer sequences and predicting
their function has remained one of the greatest chal-
lenges in biology. It is attractive to speculate that regu-
latory information is encoded by a defined set of rules
regarding enhancer sequence composition and organiza-
tion. In analogy to the ‘genetic code’ that allows the
translation of protein-coding DNA sequences into amino
acid sequences, we refer to rules that would allow the
functional interpretation of enhancer sequences as the
‘cis-regulatory code’, irrespective of the concrete nature of
such rules.

Here, we discuss and summarize approaches and find-
ings relevant to unraveling the cis-regulatory code, con-
centrating on studies in fruit flies. We specifically focus on
the DNA sequence characteristics of enhancers, whereas
mechanistic aspects regarding the cellular machinery used
to read and interpret cis-regulatory information is beyond
the scope of this review.

Understanding the cis-regulatory code
The comparison between protein-coding and regulatory
DNA sequences, that is, between the genetic and the
regulatory code, is interesting and instructive. Proteins
are encoded in open reading frames (ORFs) that are
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Glossary

ChIP-on-chip/Chip-seq: high-throughput techniques to identify DNA binding

sites of a given protein genome-wide. These techniques have been applied to

proteins that bind DNA directly or indirectly, including TFs, cofactors, and

histones (reviewed in [44]).

Cis-regulatory information: we use the term ‘cis-regulatory information’ in an

abstract sense as the information required to explain or (re-) create the activity

pattern of an enhancer in a given cellular environment. Because enhancers

typically retain their activity patterns independently of their sequence contexts

(e.g., in reporter constructs), their DNA sequences contain all cis-regulatory

information.

Core promoter: region around a transcription start site (TSS; typically +/–40 bp)

that contains motifs for DNA-binding proteins involved in the recruitment,

assembly, initiation, pausing and/or stalling, and elongation of transcription

by RNA polymerase II (reviewed in [107]). Core promoters are typically not active

without enhancers and are often also termed ‘minimal promoters’.

Cross-validation: an approach to obtain an unbiased estimate of prediction

performance on unseen objects. This is achieved by dividing the curated data

into two non-overlapping and independent sets, which are exclusively used for

training or testing, respectively (training set versus test set). The importance of

cross-validation and of carefully separating training and test sets is crucial,

because results might otherwise be overestimated (see discussion in [67]). This

is especially true for complex models with a high number of parameters, or

when the number of objects is limited, as is often the case in biology. Further

care is warranted if objects are related non-trivially, for example by remote

sequence similarity or by temporal and spatial trends of gene expression and/or

enhancer activity.

Developmental kernel: core subcircuit of a gene regulatory network. Develop-

mental kernels that regulate the development of essential conserved body

structure have been found to be shared across evolutionarily distant species,

in which homologous TFs form equivalent regulatory core connections

(reviewed in [87]).

(Transcriptional) Enhancers: regulatory regions in the genome that control the

transcription of their target genes, typically in a cell type-specific manner, yet

largely independently of their genomic sequence context and their position

relative to their target genes (see main text for exceptions). The term ‘enhancer’

was originally coined based on viral SV40 DNA sequences that enhanced the

transcription of a beta-globin reporter gene from a core (or minimal) promoter in

ectopic assays [94]. CRMs or cis-regulatory regions are often used largely

synonymously, although these terms more strongly emphasize the modular

architecture of gene regulation with several enhancers per gene, each contrib-

uting different aspects of the expression pattern of the genes (e.g., the seven

stripes of eve; Figure 1a) and also include more general regulatory activities.

Even though ‘enhancer’ originally described the functional property of viral or

animal DNA sequences independent of mechanistic aspects, the term is also

partly used less strictly for genomic regions presumed to have regulatory roles

due to their association with TFs or certain histone modifications irrespective of

whether the ability of the region to activate and/or enhance transcription has

been established.

Machine learning: computational methods designed for the classification of

objects by identifying consistent patterns or correlations within the data. These

approaches are typically divided into two groups according to whether they use

curated data for training (learning model parameters; supervised learning) or

not (unsupervised learning). Due to the growing availability of large amounts of

information to analyze, machine-learning approaches are becoming increas-

ingly useful in molecular biology, such as in the case of enhancer and TF binding

site prediction (see [108]).

Support vector machine (SVM): a widely used supervised machine-learning

approach that separates objects into groups by a hyperplane in high-dimen-

sional feature space (see [108]).

TF motif: typically, a short and degenerate DNA sequence pattern preferentially

or specifically recognized by a TF, generally represented as IUPAC ‘consensus

motif’ or PWM [33].

Transcription factors (TFs): proteins that bind DNA in a sequence-specific

manner and activate or repress transcription of a target gene, usually via the

recruitment of cofactors. The term ‘transcription factor’ also includes general

transcription factors (GTFs), which typically do not bind DNA directly and are

part of the basal transcriptional machinery that, together with RNA polymer-

ase II, forms the pre-initiation complex. Animals typically contain hundreds of

TFs, which are increasingly being catalogued by online databases, such as

FlyTF [106].
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defined by start and stop codons in between which the
ungapped sequential occurrence of 61 nucleotide triplets or
‘codons’ determines the linear amino acid sequence of the
protein. The genetic code therefore amounts to a simple
mapping of all 43 (= 64) possible triplets redundantly to the
different amino acids and stop codons.
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In contrast to the well-understood and simple nature of
the genetic code, it has remained unclear whether a regu-
latory code exists in terms of a set of rules that predict
enhancer function from the sequence and explain the
sequence characteristics of enhancers active in a specific
cell type or across cell types (Figure 1c). Enhancer
sequences contain short DNA words or ‘motifs’ that are
recognized and bound by TFs, which contribute activating
and repressing cues via the recruitment of cofactors with
diverse functions. However, in contrast to codons in ORFs,
the motifs are of variable lengths and are interspersed by
gaps of seemingly neutral sequence. Their order and ar-
rangement appears to be variable and differs between
enhancers of similar functions (e.g., between muscle
enhancers; Figure 2a; [15,16]). It also appears to be flexible
within individual enhancers, because motif rearrange-
ments during evolution (e.g., [17] and references therein)
or in experimental tests [18] often do not impair enhancer
function (Figure 2b). Also in contrast to ORFs, the bound-
aries of enhancers are less well defined (often through
rather coarse trimming regulatory regions to the shortest
sequences that are still functional), such that, for example,
functional binding sites can be found outside these ‘mini-
mal enhancers’ (see [19]).

Although such complexities might argue against the
existence of a regulatory code, recent work indicates that
enhancers with similar functions share sequence charac-
teristics and do not function by entirely different means
(e.g., [5,20–22]. This suggests that rules exist that are
applicable across functionally similar enhancers and might
allow the identification of important sequence features,
such as the occurrence of TF motifs, potentially in specific
combinations or relative arrangements (Figure 1c). Below,
we discuss efforts and progress towards this goal and
explain why we believe that an understanding of cis-regu-
latory codes for defined cellular or developmental contexts
is in reach.

Enumerating the parts
The classical approach to study the rules that govern
enhancer function has been the exhaustive characteriza-
tion of individual enhancers, such as eve stripe 2
(Figure 1a,b; see [23] and references therein) and sparkling
in Drosophila [18,24] or the interferon-beta enhancer in
mammals [25]). These studies established much of what is
known today about the genomic properties of enhancers
and suggested that the main ‘building blocks’ of the cis-
regulatory code are TF motifs; the presence of certain TF
motif combinations and partly their specific arrangements
(sometimes referred to as ‘grammar’) appear to govern
enhancer function. In addition, other sequence features,
such as nucleotide and di-nucleotide composition, influence
properties of the DNA and nucleosome occupancy, which in
turn influence TF binding [26,27]. The identification of all
building blocks and the potential rules regarding their
arrangement has become the biggest endeavor towards
understanding the cis-regulatory code.

Recently, the characterization of individual enhancers
has been scaled up substantially by combining DNA syn-
thesis with barcode labeling to allow exhaustive mutation-
al tests of defined enhancers in yeast and mammalian cells
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Figure 1. Transcriptional enhancers. (a) General properties of transcriptional enhancers [or cis-regulatory modules (CRMs)] illustrated using the regulatory locus of the pair-

rule gene even-skipped (eve). Eve is expressed in seven distinct anterior–posterior stripes in the early Drosophila embryo, which result from the additive input of five

different enhancers (red blocks) that lie at variable positions with respect to the transcription start site of eve. Each enhancer is active in one or two stripes and recapitulates

this activity even when placed in transgenic reporter constructs (shown is the eve stripe 2 enhancer). (b) Enhancer sequences contain transcription factor (TF) motifs that act

as TF binding sites. Shown are known TF motifs (colored blocks; top) within the eve stripe 2 enhancer for the activators Bicoid (BCD; green blocks) and Hunchback (HB;

black) and the repressors Giant (GT; yellow), Kruppel (KR; red), and Sloppy paired 1 (SLP1; blue). The TF protein concentration along the anterior–posterior axis determines

TF binding to the enhancer and the combined input of all bound TFs results in the activity of the enhancer: the activators provide broad activating input, whereas the three

repressors shape the borders of stripe 2 (see [23] and references therein). (c) Functionally related enhancers active in certain cell types or tissues might share important

features regarding motif composition and organization, that is, a cell type-specific cis-regulatory code. Shown are cartoons illustrating such putative codes for the

Drosophila embryonic central nervous system (CNS), muscle, or gut. (Embryo figures were adapted from [119].)
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([28–30]; Figure 3a). More generally, the study of genomic
regulatory elements has greatly benefited from methods
that make use of microarray and next-generation sequenc-
ing technologies, allowing genome-wide assays with vastly
increased statistical power to study the building blocks of
the regulatory code.

Building block I: TF motifs
TF motifs capture the DNA sequence preferences of TFs
and are therefore typically short and degenerate, which
can be represented by IUPAC consensus sequences or more
flexibly by position-specific weight matrices (PWMs). TF
motifs are found in enhancer sequences and their impor-
tance for enhancer function has often been demonstrated
by the combination of genetic and biochemical approaches.
For example, in-depth analysis identified motifs for five
TFs in eve stripe 2, arguably the most well-characterized
developmental enhancer (Figure 1a,b; see [23] and refer-
ences therein). Each occurrence of a motif in an enhancer
sequence is typically scored according to how well it
13
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Figure 2. Enhancer structure and properties of the cis-regulatory code. (a) Homogeneous versus heterogeneous. Shown is a schematic representation of enhancers active

in the neurogenic ectoderm of early Drosophila embryos (i) [21] and in muscle cells of Ciona embryos (ii) [15]. The overall motif composition and structure of neurogenic

ectoderm enhancers (NEE) is similar (‘homogeneous code’), and it shows several organizational constraints, such as the presence of Suppressor of Hairless (Su(H)) motifs

or even the precise relative positioning of Twist (twi), Dorsal (dl), and mystery (m) motifs [21]. By contrast, Ciona muscle enhancers appear highly dissimilar without any

apparent constraints regarding the spacing, orientation, or even presence of cAMP response element (CRE), T-box 6 (Tbx6), and Myogenic Differentiation (MyoD) motifs

(‘heterogeneous code’; [15]). (b) Rigid versus flexible. Shown are two extreme examples of functional constraints on enhancer architecture: In the ‘enhanceosome’ type (i),

enhancers are characterized by precise spacing, positioning, and orientation of motifs, which are functionally required and maintained in evolution (‘rigid code’). In

‘billboard’-type enhancers (ii), motif presence rather than precise motif positioning appears to be important, and the less constrained architecture often means that

sequence conservation is more difficult to detect (‘flexible code’; see main text and [7] for details). (c) Complex versus simple. Enhancers involved in developmental

patterning often appear more complex compared with enhancers that regulate downstream gene batteries in defined cell types or that regulate downstream gene batteries.

For example, the eve stripe 2 enhancer contains multiple binding sites for at least five TFs (i) (see Figure 1 for details), whereas enhancers active in ASE (Amphid neurons,

single ciliated endings) gustatory neuron of Caenorhabditis elegans receive prominent input only from the TF abnormal CHEmotaxis (CHE-1) (ii) [20]. Note that the known

motifs shown here are not sufficient for activity in either case. (d) Universality. The enhancer of the human SOX21 gene is able to drive neurogenic expression in embryos

across phyla, including different vertebrates, the tunicate Ciona, and even Drosophila larvae [85]. Abbreviation: CNS, central nervous system.
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matches the degeneracy pattern of the PWM, distinguish-
ing, for example, high- and low-affinity motifs, which both
can be important and serve different functions [31,32].
Given the importance of TF motifs, many approaches have
been developed for their discovery, often based on the
enrichment of motifs in enhancer regions [33,34].

TF motif discovery using gene coexpression

It has been intriguing to speculate that genes that are
functionally related or coexpressed share cis-regulatory
motifs recognized by a common set of regulators (Figures
1c and 2a). This approach has been successful in finding
novel motifs even when only a handful of functionally
characterized sequences were available; motifs involved
in the terminal differentiation of neurons in Caenorhabdi-
tis elegans (e.g., [20]; Figures 2c and 3b) or in the activity of
neurogenic ectoderm enhancers in Drosophila melanoga-
ster [22] were identified this way. With new methods such
as DNA microarrays and RNA-seq, it has become possible
14
to determine the expression level of all genes in the ge-
nome. Such an approach was used to reveal overrepresent-
ed motifs in regions upstream of sets of coexpressed genes
genome-wide (reviewed in [34,35]), a strategy that could be
extended to larger regulatory regions around genes [36,37].

This approach also revealed the so-called ‘TAGteam
motif’ in the upstream regions of early zygotic genes in
Drosophila embryos [38], leading to the identification of
Zelda as the corresponding TF [39]. The TAGteam motif is
also enriched for TF binding sites, based on ChIP experi-
ments in early embryos [40], and its presence correlates
with TF binding across species [11]. Zelda binds to essen-
tially all early embryonic enhancers [2,41,42] and appears
to be important for enhancer function and binding of other
TFs, and might also be a general activator of the early
zygotic genome ([5,39,41]; Figure 3d). Interestingly, this
includes the well-characterized eve stripe 2 enhancer [43],
where the important role of Zelda remained unnoticed
despite almost 30 years of intensive study.
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Figure 3. Dissecting enhancers: towards the building blocks of the cis-regulatory code. (a) The fine dissection of individual enhancers allows the identification of important

binding sites by assessing the changes in expression after mutations that disrupt selected motifs (top) or systematically cover the enhancer sequence (bottom). Changes in

reporter expression indicate the disruption of sequence elements that function to activate or repress transcription. (b) Regions upstream of coexpressed genes in the same

species can be enriched in certain sequence motifs, which allows their discovery, e.g., the CHE-1 motif upstream of genes coexpressed in ASE neurons in Caenorhabditis

elegans [20]. (c) Sequence conservation between species can be used to identify regulatory regions, individual transcription factor (TF) binding sites, and regulatory motif

types. Shown are two highly conserved Twist binding sites within a mesodermal enhancer in the tinman (tin) locus. (d) Potential partner TFs can be overrepresented and

discovered in context-specific TF binding sites, as identified by ChIP-on-Chip and ChIP-seq. For example, variation in nuclear factor kB (NFkB) occupancy between human

individuals correlates with the presence of signal transducer and activator of transcription 1 (STAT1) motifs (i) [9]; the tumor growth factor (TGF)-beta signaling effector

Mothers against decapentaplegic homolog 3 (Smad3) binds near motifs for the pioneer TFs Myogenic Differentiation 1 (MyoD1) and Purine-rich box-1 (PU.1) in myotubes

and near Smad3 motifs in Pro-B cells, respectively (ii) [56], and stage-specific binding of Twist during Drosophila embryo development has been predicted using motifs for

stage-specific partner TFs, such as Zelda or myocyte enhancer factor 2 (Mef2) (iii) [5].
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TF motif discovery using in vitro and in vivo TF binding

ChIP-on-chip and ChIP-seq (reviewed in [44]) are now
frequently used to map TF and cofactor binding as well
as histone or DNA modifications genome-wide and have
enabled the characterization of regulatory regions in entire
genomes (Box 1). Importantly, ChIP pinpoints the in vivo
binding sites of regulators, which occur at variable loca-
tions with respect to their target genes and are otherwise
difficult to find. Such binding sites usually allow the dis-
covery of the DNA binding motif of the respective regulator
[34], and we expect the power of these approaches to
increase with the resolution of DNase-seq (e.g., [45]) and
the recently developed ChIP-exo method [46], which can
both delineate the actual binding site footprints with
nucleotide resolution genome-wide.

TF motifs from ChIP studies usually agree well with
motifs obtained by in vitro binding assays (such as EMSA,
SELEX, PBMs, or bacterial-one-hybrid) for many TFs in
yeast [47], flies [48], and mammals [49–51]. In addition,
yeast-one-hybrid allows the identification of the TF that
might bind to a selected putative regulatory DNA se-
quence, which is now being enabled by genome-wide librar-
ies of C. elegans, Drosophila, and Arabidopsis TFs [52–54].
In the near future, these efforts will reveal a comprehen-
sive picture of many more TF motifs.

TF motif discovery using conservation

As functional genomic elements are typically under nega-
tive evolutionary selection and are shared in different
species, sequence conservation has been used as a means
Box 1. Approaches to identify enhancers

In contrast to yeast and worms, where regulatory regions are usually

located just upstream of the genes, enhancers in higher eukaryotes can

be found at variable distances from their target genes, both upstream

and downstream or even within the genes themselves (Figure 1a, main

text), which makes their identification difficult. Several experimental

and computational approaches have been developed to identify or

predict enhancers in the genome (reviewed in [55]).

Transgenic reporter assays

Reporter assays are currently the only method to test and characterize

enhancers functionally. Enhancers predicted by the other methods

discussed here are typically tested using reporter assays. Recent

efforts are increasing the throughput of reporter assays to enable the

screening of more candidate sequences [2,28–30,109] (E. Kvon and A.

Stark, unpublished). Functionally characterized enhancers are often

collected in databases, such as REDfly [110] for flies, or VISTA

enhancer browser for mice and humans [63].

Chromatin profiling

Genomics approaches enable enhancer prediction from the genome-

wide profiling of enhancer-associated histone marks [e.g., histone H3

lysine 4 mono-methylation (H3K4me1) or histone H3 lysine 27

acetylation (H3K27ac)] cofactor [e.g., CREB binding protein (CBP)/

P300] binding sites, or chromatin accessibility data (reviewed in

[44,111]).

TF binding sites

Similar to chromatin profiling, ChIP-on-chip and ChIP-seq profiling of

TF binding sites can be used to identify potential enhancers genome-

wide (reviewed in [44,111]). Because most TF binding sites identified

using ChIP seem to have no apparent effect on gene expression [40],

TF clustering can be used to improve the predictive power of ChIP

methods (e.g., [2,16,40]).
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to discover functional elements (Figure 3c). Sequence com-
parisons across related species allowed the de novo discov-
ery of motif types by their high average conservation across
all motif occurrences genome-wide or in selected genomic
regions (e.g., upstream of genes) in yeast, flies, and verte-
brates (see [55]). Although individual motif occurrences are
frequently diverged, the average motif conservation of
many occurrences can provide a robust readout for func-
tionality that also accounts for potential artifacts during
genome sequence alignment and boosts the signal-to-noise
ratio, which is especially relevant if only a few or closely
related species are to be compared (see [7] for a discussion).

Building block II: TF cooperativity
Interestingly, in vivo TF binding studies using ChIP
revealed two surprises: a TF binds to only a small fraction
of all motif occurrences in the genome, and the binding sites
differ between contexts (i.e., tissue or cell type), suggesting
that the TF motif alone is not sufficient to direct in vivo
binding (e.g., [5,56–58] and references therein).

Some of these differences may be due to the presence of
additional factors required for TF binding in vivo. Indeed,
the comparison of binding sites for a single TF across
different contexts has revealed motifs for partner factors
that are predictive of binding ([5]; Figure 3d). This require-
ment is also supported by findings that TF binding across
different species and between individuals within one spe-
cies correlates with the presence of partner TF motifs near
the binding site sequences [9,11,12,59] (Figure 3d). Partner
factors and the corresponding motif combinatorics are
Computational enhancer prediction

The computational prediction of enhancers from genome sequences

typically leverages one of two statistical signals (or a combination of

both): the local enrichment of TF motifs within short regions (TF motif

clustering) and the evolutionary conservation of TF motifs (phyloge-

netic footprinting and related approaches).

TF motif clustering

Based on the observation that known enhancers contain several

sequence motifs for one or more TFs, one approach to predict new

enhancers searches for clusters of TF motifs in genome sequences,

partly requiring that motifs are conserved or occur in certain

combinations or arrangements (reviewed in [55]). Interestingly,

however, even regions with many TF motifs are not always functional

(e.g., [112]).

Phylogenetic footprinting

Regulatory regions and individual TF motif instances can be

predicted by their significant conservation in otherwise less

conserved sequences. These islands of conservation can be

interpreted as evolutionary or phylogenetic ‘footprints’ that arise

from the negative selection of functionally important sequences

(Figure 3c, main text; see [55]). Especially due to the recent and

ongoing sequencing of closely related fly [113], nematode [114], or

vertebrate species [115], phylogenetic footprinting has allowed the

prediction of regulatory regions and even individual TF motif

instances in yeast, flies, and vertebrates, and is expected to improve

with the increasing number of sequenced genomes (see [115–117]

for an analysis of the scaling of statistical power of comparative

genome sequence analysis). This success is remarkable, because

enhancers can maintain function despite largely diverged primary

sequences due to divergent or compensatory changes, which

means that individual enhancers might not always be detected by

conservation-based approaches (e.g., [118]; reviewed in [7]).
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attractive because they have the potential to explain cell
type-specific binding and function of more broadly
expressed TFs and can be considered as a first step towards
understanding the sequence basis of gene regulation.

Building block III: additional enhancer sequence
features
The detailed analysis of individual enhancers, such as the
enhancer sparkling, which drives the expression of shaven
[the Drosophila homolog of vertebrate paired box 2 (Pax2)]
in cone cells of the developing Drosophila eye, has revealed
the complexity of enhancer sequences [18,24]: even after
the detailed dissection of all binding sites for relevant TFs,
the sequences between these were found to be essential
[18]. This suggests that much of what is needed for en-
hancer activity is still unknown, even for well-character-
ized enhancers. For sparkling, many of these essential
sequences contain motifs that likely correspond to previ-
ously unknown TF binding sites, whereas others might be
independent of TFs: the ‘remote control element’ or RCE
[18] for example appears to mediate enhancer–promoter
interactions. In addition, genome-wide nucleosome maps
(e.g., [26]) have identified several sequences that correlate
with nucleosome occupancy, and nucleosome disfavoring
sequences can influence TF binding and enhancer activity
[60]. Similarly, mammalian regulatory elements can con-
tain CpG islands that can be methylated according to the
cellular context, thus adding an extra level of regulation
[6].

Assembling the building blocks: ‘Enhancer Grammar’
Detailed dissections of individual enhancers have also
provided insights into the relative arrangements of TF
motifs: within the eve stripe 2 enhancer, for example,
the precise positioning and orientation of TF binding sites
appears to be less important than the combined input of
the TFs. Such flexibility has also been observed for other
developmental enhancers (e.g., [18,24,61]) and might be a
general property of the regulatory code (Figure 2b; see also
below). In sharp contrast to this model of largely uncon-
strained enhancer architecture (billboard model), the en-
hancer of the interferon-beta gene in mammals requires
the precise composition, spacing, and order of binding sites
for the proper assembly of protein factors into a functional
regulatory complex, exemplifying a highly constrained
enhancer (enhanceosome model; see [7] for a recent com-
parison of both models). Although probably rare, other
examples of rigid enhanceosomes might exist, for example
in ‘ultraconserved regions’ [62], many of which function as
developmental enhancers [63].

Predicting regulatory function from the building blocks
If gene expression is determined by a regulatory code that
can be generalized across different enhancers with similar
functions, it should be possible to learn rules (e.g., about
the presence of TF motifs or binding sites) from known
enhancers (training set) and predict the functionality of
previously unseen sequences (test set) (Figure 4a). If truly
independent sequences are used during training and test-
ing, such ‘cross-validated’ predictions allow powerful con-
clusions to be drawn; in addition to inferring the
functionality of novel sequences, they implicitly test the
importance of the combined features and allow the weigh-
ing of each feature: successful predictions imply that the
features capture regulatory information that holds true
across different enhancers.

This strategy has been applied to functionally charac-
terized sets of regulatory sequences in several systems. In
yeast, for example, in which regulatory regions are gener-
ally located just upstream of genes, it has been possible to
predict expression categories for genes based on the motif
content of the upstream regions of the genes [64–67]. In
higher eukaryotes, where the location of enhancers is
variable and largely still unknown, the earliest approaches
to predict developmental enhancers in Drosophila were
based on TF motif clustering, an established property of
enhancers [68,69]. More recently, in vivo binding sites of
TFs and cofactors have been used as landmarks to identify
regulatory sequences (e.g., [16,70]; Box 1). This allowed
both the classification of enhancers into groups of specific
activities based on the temporal profiles of TF binding [16]
and the prediction of both cofactor and TF tissue- and/or
cell type-specific binding from the motif content of the
binding site sequences [5,71]. Using the sequences of
known tissue-specific enhancers as training sets, the pre-
diction of novel enhancers with tissue-specific activities
has also been achieved [36,37,72–75], suggesting that a
regulatory code exists.

Towards a mechanistic and quantitative understanding
of enhancers
Several modeling approaches based on thermodynamics or
logistic regression have been used to predict expression
and to seek a quantitative and mechanistic understanding
of enhancer function and gene expression from first prin-
ciples (reviewed in [76]; Figure 4b). Such approaches are
informed by biological and biophysical knowledge, and
attempt to model the binding of activators and repressors
(TFs) to the DNA, the recruitment of intermediate pro-
teins, such as cofactors, or mediator components, polymer-
ase recruitment, and transcription [77,78]. Most models
are based on the assumption that TFs bind to enhancers at
equilibrium, such that TF occupancy can be computed as a
function of binding affinities and TF protein concentration.
Through weights that model the activating or repressing
function of each TF, polymerase occupancy and gene ex-
pression are computed (reviewed in [76]). In addition to
predicting novel enhancers [79], modeling gene expression
in strictly cross-validated settings can assess understand-
ing of enhancers via the performance of the respective
model (see [67,80] for a discussion on cross-validation
and parameter robustness during modeling of transcrip-
tional regulation). In addition, through measuring the
contributions of different model parameters, light can be
shed on the importance of the biological factors these
parameters represent: homo- or heterotypic cooperative
interactions between TFs, transcriptional synergy, and
short-range repression have been modeled to assess their
relative importance for enhancer activity ([31,78,79,81,82];
reviewed in [76]). For the anterior–posterior axis specifi-
cation during Drosophila embryonic development, for ex-
ample, modeling suggested that the repressors Kruppel
17
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(KR) and Hunchback (HB) function via short-range repres-
sion and that transcriptional synergy (i.e., the simulta-
neous interaction of several TFs with the transcriptional
machinery), as well as cooperative binding, are important
[82]. While the discriminatory classification approaches
described in the last section treat the regulatory trans-
environment of each cell implicitly and require training for
each system (i.e., cell or activity pattern), thermodynamic
models, once trained, are potentially applicable to other
cell types for which reliable information about TF concen-
tration and activity is available.

Universality of the cis-regulatory code
In contrast to the universality of the genetic code, the
evolutionary distance between species that are able to
correctly interpret the enhancer sequences of each other
is more limited and difficult to assess. This is because cell
types and their complements of trans-acting regulators
18
(which interpret the cis-regulatory sequences) are often
restricted to certain phyla and are themselves subject to
evolutionary change (see [83]).

Homologous cis-regulatory sequences have often been
found to function correctly even when diverged beyond
recognizable sequence similarity between species as di-
vergent as Drosophila, sepsids or Anopheles, or between
human and fish (reviewed in [7]). This is partly due to the
flexibility and redundancy of regulatory sequences and to
compensatory changes [84]. Some sequences have been
found to even function across phyla, such as the enhancer
of the human SRY (sex determining region Y)-box 21 gene
(SOX21; a soxB2 class gene), which is highly conserved
from human to Nematostella at the sequence level and
active in the central nervous system of zebrafish embryos
and in Drosophila larval neuroblasts, indicating that a
‘neuronal regulatory state’ is deeply conserved [85]
(Figure 2d). Another example of extremely conserved
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regulatory connections are the so-called ‘developmental
kernels’ (regulatory core connections), which include eye
development [86], muscle and heart development [87], and
growth regulation (Myc; [88]).

In contrast to the deep conservation of enhancer func-
tion, individual regulatory connections or inputs from
certain TFs diverge frequently. For example, genomic
binding sites of the CCAAT/enhancer-binding protein al-
pha (CEBPA) and hepatocyte nuclear factor 4-alpha
(HNF4A) [13] in vertebrate liver have diverged significant-
ly between different species.

The cis-regulatory code and evolution
The modularity of enhancer function and the flexibility and
redundancy of the cis-regulatory code, especially in com-
parison with the genetic code, can explain both its func-
tional robustness and the apparent ease with which
sequence changes can alter gene expression. This has
important consequences for evolutionary dynamics, and
changes in the transcriptional regulation of genes are
considered to be one of the major drivers for morphological
evolution [14]. In particular, the contribution of several
independent cell type-specific enhancers to the overall
expression pattern of a gene means that gain- or loss-of-
function mutations can have cell type-specific rather than
pleiotropic (and likely detrimental) effects [14]. Indeed,
examples such as pelvic reduction in sticklebacks [89] or
the loss of sensory vibrissae and penile spines in humans
[90] have been directly associated with the loss of tissue-
specific enhancer function. In addition, the combinatorial
and partly redundant regulatory input of several TFs into
one enhancer means that changes can also occur at the
level of individual enhancers: de novo creation of TF motifs
can add additional TF inputs, thereby expanding the
domains of activity. For example, the gain of new binding
sites for conserved regulators of wing development in the
enhancer of the pigmentation gene yellow created a new
wing spot in Drosophila biarmipes [91]. If this affects the
expression of TFs themselves, the entire trans-regulatory
environment of cells can be altered, affecting many down-
stream target genes and causing cell-fate changes (e.g.,
[92]). Such scenarios have been suggested as part of a
general model of cis-regulatory changes driving evolution
[14], in which alterations at the DNA sequence level led to
the creation or loss of TF binding, thereby changing the
wiring of regulatory connections within existing trans-
regulatory environments.

Many of the insights gained from studies of regulation
across different species will be relevant for the understand-
ing of disease-causing regulatory mutations [93], which
abound and lead to etiological changes in gene expression
that are only now beginning to be understood.

The road ahead: enhancer elements, their genomic
context, and enhancer–promoter interactions
Transcriptional enhancers have fascinated and puzzled
researchers since their initial discovery more than 30 years
ago [94]. Although many characteristics of enhancers have
been uncovered since, there is still no comprehensive
picture of the necessary sequence features for even the
most well-studied enhancers, and the de novo creation of
an enhancer from non-functional sequence by the addition
of such features has yet to be achieved. Similarly incom-
plete is the picture of the abundance and location of
enhancers in animal genomes: the spatiotemporal activity
pattern is known only for a small number of enhancers and
the vast majority of the non-coding genome remains func-
tionally uncharacterized in any animal.

However, as outlined here, individual research groups
and international consortia are in the process of determin-
ing the binding preferences and the in vivo binding sites for
increasing numbers of TFs and cofactors, as well as the
genome-wide distribution of histone modifications and
chromatin states [95–97]. In addition, spatiotemporal gene
expression and enhancer activity patterns are systemati-
cally being determined in Drosophila embryos [2,98] (E.
Kvon and A. Stark, unpublished). In the upcoming years,
we foresee that these efforts will provide an unprecedented
level of functional annotation of regulatory elements,
which will enable computational approaches similar to
those described above to reveal sequence elements that
are important and required for enhancer function. We
speculate that it might be possible to determine combina-
tions of elements that are sufficient for the function of
certain classes of enhancers, allowing the de novo creation
of functional enhancers from non-functional sequences.

In addition to the relation between defined enhancer
sequences and functions, exciting progress is also being
made in answering two related long-standing questions:
the functional role of the genomic context of an enhancer
and how enhancer–promoter interactions are specified and
established across large genomic distances. Ever since the
discovery of position-effect variegation in Drosophila [99],
it has been apparent that proximity to certain genomic
contexts, such as heterochromatin or Polycomb recruit-
ment sites, can influence enhancer activity and gene ex-
pression independently of the enhancer sequence
(reviewed in [100,101]). We expect ongoing work to deter-
mine enhancer activity at different genomic positions (e.g.,
by transposon mediated enhancer traps in mice [102])
together with the concurrent determination of chromatin
properties at such sites (e.g., chromatin modifications,
insulator, or cofactor binding sites [95–97,103]) to provide
significant insight into this question. Similarly, recently
developed methodology to assess systematically spatial
proximity of different genomic regions (see overview in
[104,105]) enables new approaches to study how enhanc-
er–promoter contacts are specified and established across
large genomic distances, a question that has remained
mysterious.

Methods to study regulation systematically across en-
tire genomes will make the upcoming years undoubtedly
an exciting time to study the genomic regulatory elements
and the principles of the transcriptional regulatory code.
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